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Handling Individual Time Steps



Neurons with Recurrence



Recurrent Neural Networks

       

     

             

        

                

       

                   



Recurrent Neural Networks



GRUs and LSTMs



Text Generation and Attention
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RNNs vs Transformers



RNNs vs Transformers

Challenges with RNNs Transformer Networks

• Long range dependencies • Facilitate long range dependencies

• Gradient vanishing and explosion • No gradient vanishing and explosion

• Large # of training steps • Fewer training steps

• Recurrence prevents parallel computation • No recurrence that facilitate parallel computation
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Multi-Head Self-Attention
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Intuition behind Self-Attention
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Understanding Attention with Search 
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Learning Self-Attention
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Multi-Head Self-Attention
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Residual, Add, Normalization



By explicitly learning the residual mapping, the network can focus on learning the fine-grained details or
changes needed to refine the input, rather than trying to learn the complete transformation from scratch.

Residual Layer



Layer Normalization

• can deal with sequences
• any batch number works
• can parallelize
• cannot work well with CNN



Add & Layer Normalization & Feed-Forward
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English-French Translation
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Masked Self-Attention
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Encoder-Decoder Attention
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Encoder-Decoder Attention

The queries come from the 
previous decoder layer. 

The memory keys and values come 
from the output of the encoder. 
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Transformer Neural Network



Results



Thank you


